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Virtual Bariatric Endoscopy (ViBE) simulator is designed for Endoscopic Sleeve Gastroplasty (ESG), a minimally invasive
bariatric procedure. While virtual simulators exist for bariatric surgeries, there has been a lack of ESG-speciic tools. The ViBE
simulator ills this gap by providing a cost-efective alternative to physical models and enhancing ESG training. The simulator
consists of three main components: software simulation, hardware, and a hardware interface linking the two. The software
focuses on ESG techniques like marking, suturing, and tissue-pulling, with an algorithm for suturing and soft-body physics
simulations. The simulator features two human-computer interfaces: one using USB-HID protocol with optical encoders and
ARM Cortex M7 devices, and another using computer vision for delicate instruments. The computer vision interface simpliies
mechanical design. Performance tests showed an average of 55 FPS, with render times between 2ms and 4ms and solver times
between 16ms and 18ms. The end-to-end delay was under 75ms, and haptic feedback forces updated every 1ms. The ViBE
simulator aims to improve ESG training and suturing techniques, demonstrating its potential as an efective learning tool
with eicient software performance and minimal hardware latency.

CCS Concepts: · Human-centered computing→ HCI design and evaluation methods; · Computing methodologies

→Modeling and simulation; · Hardware→ Emerging technologies.

Additional Key Words and Phrases: Surgical simulation, Endoscopy, Gastroplasty

1 Introduction

The widespread prevalence of global obesity [9, 31] poses a signiicant challenge, often rendering a majority
of suitable candidates prefer bariatric surgery. Although this surgical approach remains the most efective
method for weight loss in severe obesity cases [20], limitations concerning accessibility, cost, and associated
risks have spurred the development of innovative alternatives [2, 26]. Endoscopic Sleeve Gastroplasty (ESG) is
a minimally invasive procedure that utilizes endoscopic suturing to reduce stomach size and promote weight
loss [5]. Multiple case studies have demonstrated this method’s safety and technical feasibility, signiicantly
reducing average weight and body mass index [35]. Nevertheless, mastering this technique presents inherent
challenges, necessitating specialized skills, extensive training, and a gradual learning process [16]. In response
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to the essential need for comprehensive training, virtual simulations have become a well-established tool for
enhancing medical education and practice [21]. This paper presents the Virtual Bariatric Endoscopy (ViBE)
simulator [11, 12] for the ESG procedure. The ViBE simulator’s software underwent preliminary validation in [11],
where its performance and simulation metrics were assessed through the correct diferentiation between expert
and novice participants. However, this work presents for the irst time the complete ViBE system. This includes
a comprehensive description of the simulator’s architecture, integration of custom-designed haptic hardware,
hardware-software interfacing, and real-time control strategies. Collectively, these contributions allow ViBE to
function as a fully integrated, immersive, and high-performance simulator for ESG. The system encompasses
all required software tasks, such as argon plasma coagulation (APC) marking, suturing, and tissue pulling, all
integrated within virtual reality (VR). Additionally, it incorporates hardware components to enhance the realism
of the surgical experience, along with a hardware interface facilitating data transfer between hardware and
software.

Numerous models and simulators have been created for minimally invasive bariatric surgery training. Laparo-
scopic box trainers like the EndoSuture Trainer Box Simulator and Laparoscopic VR (Lapsim) are proicient in
teaching fundamental skills [34]. The study in [40] has investigated the efectiveness of virtual reality simulators
such as MIST-VR, Simsurgery, LapMentor, and Sinergia for basic and advanced laparoscopic and minimally
invasive surgical skills. Nevertheless, there is insuicient data regarding applying acquired skills to real patients
and the inluence of virtual reality simulation training on clinical results. While virtual reality simulators provide
objective metrics for laparoscopic task performance, they lack haptic feedback. While afordable box trainers
ofer realistic haptic feedback, they lack objective performance assessment. Hybrid simulators provide metrics
but lack haptic feedback, and augmented reality simulators ofer both at a higher cost. Laboratory animals and
cadaver models provide realistic training experiences but are expensive and difer anatomically from humans
[40]. The EndoSuture Trainer Box Simulator (ESTBS) is an economical laparoscopic skills simulator featuring
a iberglass console, hollow ring, and suture tray matrix [6]. The Lapsim surgical simulator assesses speciic
technical skills in both basic and advanced laparoscopic tasks within a virtual environment [10].

There is a growing integration of VR technology in endoscopic training as it was shown that using VR simulators
for learning endoscopic skills, resulted in better outcomes [41]. Siau et al. [36] evaluated the efectiveness of a
simulation-based induction program for gastroscopy training. Their study found that trainees who underwent
structured simulation training exhibited signiicantly improved procedural competency and conidence compared
to those following traditional learning pathways. The program accelerated learning curves by ofering hands-on
practice in a standardized manner before real patient exposure. Most importantly, the indings indicated that
early-stage simulation training reduced procedural errors and improved overall knowledge retention. In [33] a
protocol for a randomized trial to evaluate the impact of gamiication in simulation-based endoscopy training was
developed. In this study, EndoVR [37], a VR-based endoscopy simulator with haptic feedback was used for training.
They have used gamiication to apply game-design elements to educational settings with a goal of enhancing
engagement and motivation. The study randomized 36 novice endoscopists into two groups: a conventional
simulation training group and a gamiied curriculum group. Both groups received six hours of simulation training
with four hours of small-group didactic sessions. However, the gamiied curriculum included elements such as
real-time performance tracking, progressive challenges, and rewards for high performance. Participants’ skills
were assessed pre-training, post-training, and at a follow-up period of 4ś6 weeks, with evaluations based on
simulated and real-world clinical colonoscopies.
In [1] VR-based clinical skill training in neurosurgery, including endoscopic procedures was examined. The

results showed that VR-based simulations helped neurosurgical trainees become proicient in handling endoscopes
before entering the operating room and that standardized VR training protocols could improve patient outcomes
by minimizing novice errors. In a diferent study, Karnam et al. [18] introduced a VR-based inverse kinematics
tool designed to enhance endoscopic robotic surgery. This system allowed surgeons to teach robotic systems
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speciic endoscope maneuvers, signiicantly reducing operation time and physical strain, while demonstrating that
their VR-assisted robotic system improved hand-eye coordination and shortened learning curves for endoscopic
procedures.

VR laparoscopic simulators (VRLS) and augmented reality laparoscopic simulators (ProMIS) have been created
to address the speciic skill requirements, time constraints, and legal considerations associated with laparoscopic
training. VRLS function as efective and secure tools for laparoscopic surgery, with studies underscoring the
signiicance of haptic feedback for enhanced skill transfer in laparoscopic training [13]. Augmented reality (AR)
simulators, such as ProMIS, ofer realistic haptic feedback and objective performance assessment, amalgamating
the beneits of box trainers and VRLS [3]. As emphasized by Botden et al. [4], AR simulators provide essential
realistic haptic feedback for efective laparoscopic suturing training. They show potential in training tasks
related to bariatric and colon surgery, highlighting their signiicance in procedural training [32]. Conversely, VR
remains appropriate for basic skills, establishing itself as a credible training method. Studies utilizing Laparoscopy
VR software indicated that haptic-enhanced simulation signiicantly improves laparoscopic skill performance,
demonstrating substantial enhancements in drills compared to non-haptic simulation [32]. Our proposed simulator,
ViBE, ofers a cost-efective alternative to physical stomach models. Despite the abundance of virtual simulators
for various bariatric surgeries, there is a noticeable gap in simulators tailored for ESG. Considering the beneits
of ESG over traditional bariatric procedures, there is a compelling need for broader adoption. The introduction of
the ViBE simulator represents a signiicant leap forward in ESG training methodology [7, 14]. To the best of our
knowledge, the ViBE simulator detailed in this study is the only VR-based ESG training platform. This study
aims to design and develop the software and hardware components of the ViBE simulator, utilizing advanced
hardware systems and virtual reality to ensure its efectiveness.

2 Design & Implementation

The simulator has three main components: a) software, b) hardware, and c) hardware interface. Software tasks
include Argon Plasma Coagulation (APC) marking, suturing, and tissue pulling. Suturing involves three technical
aspects: APC marking is a primary method used to determine suturing locations in the stomach. Typically, two
or three diferent stomach areas are marked to deine the working zone. In the simulator, we are rendering
suture lines to initiate the irst step of suturing, elongating the clamped part of the stomach using soft body
calculations, and generating random bleedings to enhance the realism of the surgical experience for surgeons.
Tissue pulling involves three steps: detecting the suture technique to create realistic tension between the bite
points, dropping the T-Tag to inalize the suture set and prepare the sutures for pulling towards the center,
and inally dropping the cinch after completing the tissue pulling to inalize the suture set. The suturing and
tissue-pulling process is repeated until the surgeon is satisied with the procedure. Through the integration of
VR, we provide a more lifelike and immersive surgical environment. In the hardware, the endoscope is linked to
two separate edge devices. One provides haptic feedback and position sensing, while the other enables button
controls and position sensing. Both devices are connected via USB-HID to ensure rapid communication and ease
of software development.
Furthermore, a computer vision-based technique has been employed as another human-computer interface

solution between the hardware and software. More speciically, a camera detects speciic components of the
Overstitch (such as the helix and trigger), and a computer vision algorithm tracks the movement of these
components. The location data is then transmitted to the simulation via User Datagram Protocol (UDP). The
overall architecture of the ViBE simulator can be seen in Figure 1 and the complete simulation can be seen in the
supplemental video.
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Fig. 1. System Diagram of the Framework.

2.1 Sotware

2.1.1 APC Marking. Conirming the speciic stomach areas is essential before starting the cinching and bite-
taking procedures. This involves understanding the distinct anatomical regions of the stomach as depicted
in Figure 2a, namely, the fundus, pyloric canal, esophagus, duodenum, and bodyÐholds importance prior to
undergoing gastroenterology. As depicted in Figure 2b, knowing the location of the Posterior, Anterior, and
Greater Curvature is vital for the suturing and APC marking process. Surgeons need to mark these speciic zones
to conine the suturing area accurately. This practice enables surgeons to identify the precise section of the
stomach suitable for suturing, ensuring accuracy in the procedure.
Another crucial consideration during suturing and marking involves the soft-body behavior of the stomach.

Physicians are expected to anticipate the dynamic movement of the stomach before or after marking and suturing
to ensure accuracy. To emulate complex soft-body physics, especially in simulating the stomach, we employed
Extended Position-Based Dynamics (XPBD) [24]. This method enabled us to separate the simulation frequency
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Fig. 2. a) Anatomical Division of the Stomach in Medical Context and b) Anatomical Division of the Stomach Body in

Medical Context.

from object stifness, allowing the use of a larger number of particles [25], speciically, a total of 3,618 to precisely
mold the shape of the stomach. These particles were inely adjusted for soft-body deformation, shaping the mesh
through linear skinning techniques [19].
For the detailed simulation of the stomach as a soft body, we integrated shape-matching constraints with

oriented particles [27ś29]. This integration is illustrated in Figure 3, demonstrating the alignment between the
particles regulated by shape-matching constraints and the stomach’s actual form. This approach ensured realistic
deformations while adhering to strict shape regulations.

Fig. 3. a) Generated particles with shape-matching constraints and b) Rendering of the surface sot body in the virtual scene.

ACM Trans. Sensor Netw.
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The preferred tool for navigating and marking the designated stomach zones is Overstitch. Overstitch is
speciically tailored to aix to an endoscope. The Overstitch tool should efectively deliver Argon, outlining
both the posterior-anterior walls and the greater curvature, as shown in Figure 4a. During the marking process,
the stomach exhibits characteristics akin to a soft-body object, leading to elastic movements. It is essential
to underscore that this soft-body behavior diverges from XPBD implementation, opting for a gradient mesh
deformation [23, 39]. Prolonged marking enforcement on the same tissue may result in burning scars, as observed
in Figure 4b. Stability and precision are paramount at this stage to minimize errors for the subsequent stages of
the process.

Fig. 4. a) A successful implementation of the APC marking to walls Anterior, Posterior, and Greater Curvature and b) An

example of burning occurs when the Overstitch machine is held in the same spot for an extended duration.

2.1.2 Suturing. Following a successful APC Marking step, identifying the Anterior, Posterior, and Greater
Curvature locations, the helix can be advanced to make contact with the surface of the stomach. Once the targeted
particle is identiied, the helix can be pulled back. Stretching the tissue enough with the helix indicates the correct
tissue positioning for engagement. Another signiicant aspect to consider is the soft body’s elasticity, noticeable
as the displacement of the targeted particle increases compared to other particles during the helix’s pulling
process, as depicted in Figure 5. This situation results in a tighter elasticity of the soft body.

Upon taking the bite, the needle pierces the tissue and threads the sutures, as illustrated in Figure 6. Occasionally,
this action may result in minor bleeding, often overlooked by physicians if it remains mild. However, the procedure
necessitates immediate completion in the event of brisk bleeding. This sequential process must be repeated until
the designated number of bites is achieved.
During suture creation, a mesh is constructed. This method permits connecting sequential points to create

an unbroken line. It grants control over line characteristics like color, width, material, and segment count. Its
core function involves rendering lines or shapes in real-time. The rendering of lines in a three-dimensional
(3D) environment involves fundamental mathematical principles to deine and display continuous paths. In
this context, points within the 3D space are represented by their coordinates (�,�, �), employing vector-based
representations. A sequence of consecutive points is interconnected to create a line, forming line segments
that collectively represent the line’s trajectory. The formulation of lines in 3D space often employs parametric
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Fig. 5. a) Interaction between Particles’ Collider and Helix, and b) Sot body Elongation due to Helix Traction.

Fig. 6. a) Mild bleeding and b) Brisk bleeding.

equations to describe the line’s path. One such equation, for instance, is � (�) = �0 + � ∗ (�1 − �0), where
� (�) signiies a point along the line as parameter � varies from 0 to 1, with �0 and �1 representing the initial
and inal points respectively. This parametric equation allows for the generation of discrete points along the
line. Rendering these lines involves intricate processes within the graphical rendering engine. Matrices and
transformations, such as perspective projection and view transformations, are employed to project these 3D
points onto a two-dimensional (2D) screen space. This transformation process enables the accurate visualization
of the line on the screen, translating the 3D spatial representation into a 2D display.

2.1.3 Tissue Pulling. A critical aspect of this application involves capturing the employed suturing technique.
Techniques U and Z represent the most prevalent closure methods utilized for stomach procedures [15, 30].
Therefore, speciic tissue-pulling solutions are developed for them.

After completing the suture set, all sutured points require pulling to apply shrinkage in the stomach. To achieve
this efect, calculating the suture technique beforehand is essential. The techniques and the resulting tissue pull
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are depicted in Figure 7. Upon determining the technique, our algorithm systematically records sign change
indices discerned during the dot product, denoted as transitionindices. The U and Z techniques exhibit two distinct
transition indices, as depicted in Figure 8.

��,�+1 ← {�̂� · �̂�+1 | � ∈ {1, 2, 3, . . . , � − 1}} (1)

if ��,�+1 ≤ −0.5, then

{
�transitionindices ← �transitionindices ∪ {��,�+1}

�transitionindices ← �transitionindices ∪ {��,�+1}
(2)

�1,� ← {�̂1 · �̂�} (3)

ST =




ST.Z if
���transitionindices

��
= 2 ∧ �1,� > 0.7

ST.U if
���transitionindices

��
= 2 ∧ �1,� < −0.7

ST.Other otherwise

(4)

if Ray(Point1, Point2) ∩ �� = ∅ then �indices ← �indices ∪ {�} (5)

To determine the technique used, we utilize the current positions of all sutures as parameters. Our algorithm
performs its computations using equations (1), (2), (3) and (4). Initially, in equation (1), we compute the dot

product, ��,�+1, between the respective normalized suture vectors, �̂� and �̂�+1. �̂� =
®��
∥®�� ∥

, where ®��
∥®�� ∥

represents the

normalized suture vector, ®�� is the vector representation of the suture at index � , and ∥®�� ∥ is the magnitude of the
suture vector ®�� . If the absolute value of the dot product is less than 0.5, it indicates that the values are potentially
part of both techniques U and Z. In equation (2), ��,�+1 represents each dot product from equation (1). Following
this identiication, the algorithm calculates the dot value between the equation’s irst �̂1 and last normalized suture
vectors �̂� in equation (3). Equation (4) checks if these vectors exhibit nearly similar orientations (�1,� > 0.7)
and there exist two transition indices, the suturing technique (�� ) is identiied as Z. Conversely, if the vectors
display almost opposite orientations (�1,� < −0.7) and there exist two transition indices, the �� is recognized as
U. Otherwise, it indicates a diferent �� .
After determining the technique, the tissues can be pulled towards the middle point. Hence, the equation (5)

serves this purpose. �� represents the �th particle and Ray(Point1, Point2) ∩�� = ∅ checks if the ray intersects with
�� . Operating primarily with two parameters, Point1 and Point2, our algorithm uses this equation to establish a ray
between the speciied points and retrieve particle indices within that range. Within the Z technique, equation (5)
operates twice to facilitate the task. Initially, it designates Point1 as the irst bite location and Point2 as the second
index within the transition indices. This action forms index group 1, consisting of particles located between
Point1 and Point2. Upon its subsequent execution, the algorithm employs Point1 as the irst index of the transition
indices and Point2 as the inal bite location. This results in the formation of index group 2, comprising particles
situated between Point1 and Point2.

On the contrary, in the U technique, equation (5) utilizes the irst bite as Point1 and the second as Point2 within
its parameters. This action represents index group 1. Meanwhile, index group 2 includes the irst transition index
as Point1 and the second as Point2.
Following the determination of all particle indices, these two distinct index groups initiate a pulling process

towards the ’middle’ point, computed as the average location derived from all identiied bite positions. Index
group 1 and index group 2 are drawn toward the ’middle’ point until they approach the elasticity limit of the soft
body, as visualized in Figure 8.

In cases where neither the U nor Z techniques apply, all bite segments are uniformly drawn toward a central
’midpoint.’ However, relying solely on this approach results in an outcome that doesn’t meet the intended objective.
Targeting speciic elements alone isn’t comprehensive enough. Adjustments across all relevant elements in the
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Fig. 7. a) Above: Technique Z Application | Below: Tissue Convergence towards the Midpoint, b) Above: Technique U

Application | Below: Tissue Convergence towards the Midpoint, c) Above: Technique Triangular Application | Below: Tissue

Convergence towards the Midpoint.

afected domains are essential to achieve a cohesive efect. Hence, determining all particle positions efectively
requires the use of equation (5).
This approach begins by setting Point1 as the irst bite and Point2 as the second, forming the index group 1.

Following this, our algorithm calls equation (5) again, with Point1 being the second bite and Point2 being the
third bite, forming the subsequent index group 2. This sequence repeats until reaching the inal bite. To ensure
a more structured pulling process that does not resemble a circular motion, only the initial ive particles are
included when creating these index groups, although this parameter is adjustable and may vary (defaulting to 5
particles). Following this stage, all particle index groups converge towards the middle point, akin to the approach
observed in the other two methods and the results can be seen in Figure 7c.
Due to our understanding of the conclusive outcomes produced by techniques U and Z, we deliberately

segregated their solutions from those pertaining to other techniques. For the alternative techniques (excluding U
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Fig. 8. a) Vector Directions, Transition Indices, and Index Group in Technique Z, b) Vector Directions, Transition Indices, and

Index Group in Technique U.

and Z), a fundamental necessity exists to ensure that the generated outcome aligns with realism and complies
with established physical principles. This imperative need drove the creation of an algorithm tailored explicitly
for this objective.
At the end of the pulling process, the irst T-Tag is deployed to establish a stabilizing environment for tissue

pulling. Once the pulling is completed, the cinch, as shown in Figure 9, is released, thus completing the suturing
set. The entire procedure can be repeated as needed until the physician is content with the outcome.

2.2 Hardware and Hardware Interface

The hardware interface of the surgical simulator system is crucial as it allows surgeons to interact with the
simulation. The interface impacts the realism, efectiveness, and usability of the simulator. In our simulator, the
hardware has three separate components:

a. An ARM Cortex-M7 haptic system connected to two encoder/motor pairs. This bare metal system running
a USB stack communicates with the host PC using the USB HID protocol.

b. Another ARM Cortex-M7 input device is connected to two encoders and a set of buttons. This is also a bare
metal system running a USB stack and communicates with the host PC over the USB HID protocol.

c. Computer vision software running on the host PC. This is the third input device and communicates with
the simulation running on the host PC via UDP-based interprocess communication.

The input device described in part (a) is shown in Figure 10. The host PC sees this input device as a USB HID
device with two 16-bit axes. Each encoder is monitored by a dedicated peripheral on the Cortex-M7, and speciic
peripheral registers are continuously updated automatically independent of the Cortex-M7 software. There is no
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Fig. 9. Figure 9: a) Release of the T-Tag and b) Release of the Cinch.

need to monitor voltage changes at these interface pins by using the polling technique. There is also no need to
use voltage-level change interrupts. This speciic HW/SW interface greatly simpliies the software development
on the Cortex-M7. This bare metal system has a haptic feedback loop running at 1000 Hz and utilizes a timer
interrupt service. The haptic feedback code implements a simple spring-damper sensation, and all parameters are
conigurable but currently have ixed values. The haptic feedback calculations guarantee a completely passive
system and oscillation-free behavior. Special coreless DC motors control both haptic feedback sensations. These
DC motors have lower torque values than iron core alternatives, but they are much more responsive because of
very low inertia. Between the motors and the Cortex-M7, we have a dual H-bridge DC motor driver driven by
two pairs of PWM outputs. Each PWM signal is generated by hardware, and duty cycles are updated inside the
control loop.

The input device described in part (b) is shown in Figure 11. The host PC also sees this input device as a USB
HID device with two 16-bit axes and a set of buttons. This device has no haptic functionality. The Cortex-M7 is a
3.3V device, but the optical encoders used in this work are 5V. We have a passive and bi-directional level shifter
for each encoder used in both input devices. These input devices report encoder and button positions (if any)
every 10 ms or at a 100 Hz update rate. The update rate is conigurable, but the efects of shorter/longer update
periods have not been studied. Figure 12 shows an orthogonal image of the two subsystems (a and b).

2.2.1 Computer Vision Subsystem. The third component described in part (c) is shown in Figure 13. This input
device has a Gigabit Ethernet Mako G-319 global shutter camera running at 147 FPS. The camera hardware
supports the region of interest functionality and is interfaced with the host PC over PCI-Express. Instead of
mechanically coupling an encoder to a surgical instrument, we use a single camera to monitor the position of two
surgical instruments. A computer vision code is used to track the position of these surgical instruments visually.
The code is designed to be computationally lightweight to minimize the latency of the input device. The game
engine and the computer vision software communicate with each other over a local UDP connection. In more
advanced computationally demanding setups, it is possible to run the computer vision software on a physically
separate PC and use a dedicated Gigabit Ethernet cable for UDP communication between two computers. This
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Fig. 10. ARM Cortex-M7 haptic system connected to two encoder/motor pairs.

Fig. 11. ARM Cortex-M7 input device connected to two encoders and a set of butons.

may increase the communication delay, but because of reducing the load on the host PC, it will reduce the
computational delays. Figure 14 shows the computer vision subsystem running in the simulator.

3 Results

3.1 Performance Results

The tissue-pulling technique represents a key bottleneck in the simulator. To assess its impact, we evaluated
whether tissue pulling adversely afected overall simulation performance. Performance was measured in frames
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Fig. 12. Image of the two ARM Cortex-M7 systems taken from above.

Fig. 13. Computer vision subsystem tracks the position of two surgical instruments.

per second (FPS), render time in milliseconds, and solver computation time in milliseconds, all of which play a
critical role in determining real-time simulation eiciency. In addition to these performance metrics, idelity is
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Fig. 14. Computer vision subsystem.

essential, and we strive to sustain a high frame rate while accurately replicating the real-life suturing technique
during each tissue-pulling procedure within a VR setting.
The solver computation time refers to the duration needed for the XPBD solver to calculate the physics,

constraints, and collisions for all simulated particles. Measurements for solver time, render time, and FPS were
recorded on a per-frame basis during the tissue-pulling stage and after the procedure when the system returned
to its initial state.
Render time represents the time taken for each frame to be processed and displayed on the screen, directly

inluencing the simulator’s responsiveness. Shorter render times indicate a smoother visual experience by ensuring
that graphical updates keep pace with real-time interactions. Similarly, FPS serves as a direct indicator of the
system’s capacity to maintain real-time performance. A higher FPS contributes to a more luid and immersive VR
experience, while a lower FPS can introduce lag and diminish realism.
All performance measurements represent averages calculated for each phase. Testing was conducted on a

system equipped with an Intel(R) Core(TM) i7-12700KF 3.6 GHz CPU, 16 GB RAM, and NVIDIA GeForce RTX
3080. We evaluated two distinct scenarios to assess performance: in the irst, eight sets of sutures (each containing
seven sutures) were used, and in the second, 14 sets of sutures (each containing four sutures) were implemented.
Although both scenarios involved a total of 56 sutures, data was recorded for each suture set during the tissue-
pulling process. The FPS ranged between 55 and 59 in both scenarios, indicating that the simulator maintained
smooth, real-time performance throughout. Figures 15 and 16 illustrate these FPS values, suggesting minimal
performance degradation despite the computational demands of the tissue-pulling technique.

Furthermore, render times ranged from 3.9ms to 4.3ms, and solver times ranged from 16ms to 18ms, as shown
in Figures 17 and 18. These results conirm that graphical updates were processed eiciently, ensuring a seamless
visual experience, and that the system efectively handled real-time physics calculations without signiicant
slowdowns.

3.2 Latency Results

In this section, we will discuss the latencies associated with a) the developed USB-based input devices, and b) the
developed computer vision-based input devices. Both types of input devices are used in the simulator system.
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Fig. 15. Frame rate performance of the simulator featuring eight sets of sutures, each comprising seven sutures.

3.2.1 Latency associated with the USB input devices. The USB input devices described in Section 2.2 are ARM
Cortex-M7 devices and operate as bare metal systems. Each Cortex-M7 device has core and peripheral bus clock
periods well below the 1-microsecond level, and each of these is interfaced to two optical encoders using dedicated
encoder peripherals. These special hardware units track encoder positions independent of the host Cortex-M7
software and, therefore, will have less than a 1-microsecond encoder position łreadž delay.
One of the Cortex-M7 bare metal systems runs a 1000 Hz local haptic feedback loop using timer interrupts,

therefore, the delay in haptic feedback will be at most a couple of milliseconds. This estimate does include
the electrical response time of the motor drivers and the low inertia of the coreless DC motors. Without these
overheads, the local haptic feedback response time will be 1ms. The haptic feedback software running on the
Cortex-M7 also has a passivity guarantee to eliminate potential oscillations.

Both Cortex-M7 bare metal systems also run a USB stack at a 100 Hz update rate. Namely, encoder and button
positions are reported to the host PC every 10ms over the USB bus using the HID protocol. In summary, we
have two USB-based input devices, and from the host PC’s side, they are seen as standard USB gamepads. The
end user of the simulator may experience delays exceeding 10ms, possibly due to the load on the host PC or
low-performance graphics hardware. However, the developed USB input devices and associated latencies will be
as good as any other USB gamepad. Finally, the 100 Hz HID device update rate is conigurable, but we haven’t
explored the efects of shorter or longer update periods on the overall simulator performance.

3.2.2 Latency assciated with the Computer Vision System. The latency associated with the computer vision system
and its measurement is a relatively more involved topic. In this study, we performed three diferent latency
measurements:
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Fig. 16. Frame rate performance of the simulator featuring 14 sets of sutures, each comprising four sutures.

i. A 30-FPS image sensor directly interfaced with an FPGA.
ii. A 147-FPS global shutter Gigabit Ethernet camera interfaced to a host PC via a PCI Express.
iii. CA 30-FPS standard webcam interfaced to the host PC via USB.

For the irst test, we used an image sensor directly interfaced with the FPGA. In this test setup, as seen in
Figure 19, there is an image sensor (camera) directly connected to an FPGA monitor and continuously monitors
the position of the hook (Surgical device). The FPGA board generates an electrical signal based on the detected
position of the hook. The FPGA board also generates a VGA signal for monitoring/diagnostic purposes. The
whole process is monitored by a global shutter 240 FPS GoPro observer. A frame-by-frame analysis of the GoPro
recording is used to study the latency. Because of the 240-FPS rate, time measurement accuracy will be around
4ms levels. The FPGA camera is a low-end Omni Vision OV7670, 640x480 resolution, rolling shutter, and 30 FPS
image sensor. The FPGA is a Xilinx Artix7-100T system that reads the camera output and does the following two
tasks in parallel using dedicated hardware parallelism:

• The image sensor outputs data and sends it directly to the VGA monitor without any intermediate agent,
system, computer, or software.
• The image sensor outputs data and performs a mathematical operation (In this case, it computes the average
pixel intensity). The result of the mathematical operation must be ready after one (or a few) pixel clock
cycles after completing the data transfer cycle. In this setup, the pixel clock cycle is below 0.1 microseconds.

The FPGA reads the image sensor output and based on what is seen by the image sensor, the FPGA board
generates an output signal. Since the image sensor is 30 FPS, this process takes about 33ms. Using higher FPS
image sensors or image sensors that support region of interest features will result in shorter data transfer cycles

ACM Trans. Sensor Netw.



Design and Development of a Real-Time Virtual Bariatric Endoscopic Simulator with Haptic Feedback • 17

Fig. 17. Render and solver times, measured in milliseconds, for the simulator with eight sets of sutures, each consisting of 7

sutures.

and reduced latencies. Because of the rolling shutter feature of the particular image sensor, it is possible to barely
miss the motion event in a single frame duration of 33ms. This may double the latency, but this problem can
easily be mitigated by using a global shutter image sensor.

In the following igure, Figure 20, we present a portion of the frame-by-frame analysis of the GoPro observer.
The blue line corresponds to the average pixel intensity seen by the GoPro observer for the randomly blinking
yellow LED, and the red line corresponds to the average pixel intensity of the FPGA-controlled green LED seen
by the GoPro observer. After this frame-by-frame analysis, the data is centered around 0 and normalized.
The marker locations are 48.650 seconds and 48.683 seconds; therefore, the latency of the computer vision

system is 33ms. In other words, it is equal to the frame duration or the inverse of the frames per second rating of
the image sensor.

For the next test, we used a global shutter gigabit ethernet camera (147-FPS) interfaced to the host PC via PCI
Express. In this latency test, we used a 147-FPS global shutter Gigabit Ethernet camera interfaced to the host
PC via PCI Express. We repeated the same experiment and observed a 74.85ms average delay with a standard
deviation of 11.38ms. The test setup for Gigabit Ethernet camera latency can be seen in Figure 21, and the
histogram of the latency can be seen in Figure 22.
In Figure 23, we present the measured latency versus time. As seen by the plot, latency changes with time,

which is completely normal because of using a multitasking host OS. The measured latency rose to 120ms on a
single occasion, but this was observed only once in almost 1000 random blinks.
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Fig. 18. Render and solver times, measured in milliseconds, for the simulator with 14 sets of sutures, each consisting of 4

sutures.

In the graphs in Figure 24, we present the timing waveforms corresponding to the average pixel intensity
measured by the GoPro observer. As in the previous FPGA experiment, the video recording of the GoPro is
analyzed frame by frame, and the waveforms shown in the following igures are obtained.
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Fig. 19. FPGA-based Image Sensor latency measurement setup. A microcontroller board is used to generate a randomly

blinking yellow LED stimulus. The FPGA is directly interfaced with the image sensor and continuously monitors the data

output of the image sensor. As soon as a brightness level increase/decrease is detected based on the image sensor output, the

green LED on the FPGA board is turned on or of. A GoPro camera running at 240 FPS is used as an observer.
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Fig. 20. The blue line corresponds to the average pixel intensity seen by the GoPro observer, and the red line corresponds to

the FPGA output seen by the GoPro observer.
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Fig. 21. Gigabit Ethernet camera latency test setup.

Fig. 22. Histogram of latency.
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Fig. 23. Latency versus time.

Fig. 24. Timing waveforms and almost perfect alignment ater 74.83ms shit. This is used to verify our delay measurement.
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The inal test was with a webcam (30-FPS) interfaced to the host PC via USB. Our inal latency test was done
by using a USB webcam, and we measured latencies around 140ms on average. This average is obtained after 500
random blinking tests. The test setup and the procedure are similar to the Gigabit Ethernet camera case.

4 Discussion

In this section, we present a detailed discussion on system delay measurement, performance metrics, and
computational performance.

4.1 System Delay Measurement

In our study, system delay is deined as the interval between the occurrence of an event and its visual representation
on the simulator’s monitor. When a movement event is initiated by the surgical tool, it is irst detected directly
and then later observed on the monitor after hardware and software processing delays. To rigorously quantify
this delay, it is necessary to repeat the experiment multiple times to generate delay histograms and compute
statistical measures such as the mean and standard deviation. This process can be both repetitive and tedious if
done manually.
To streamline this process, we substituted the mechanical movement event of the surgical tool with an elec-

tronically triggered LED of event. This substitution simpliied automation and maintained the dual-observation
approach: one observation is made directly and the other on the simulator’s monitor. A global shutter high-speed
camera operating at 240 FPS was employed to capture the events, which is critical given the spatial diferences
between the LED and its corresponding pixels on the monitor. This setup allowed us to measure event timing with
an error margin of approximately 4ms per frame. By analyzing the high-speed footage using image processing
scripts, we identiied the frame in which the LED turns of both directly and on the monitor. For instance, if the
LED is observed to turn of at frame 1500 directly and at frame 1520 on the monitor, the delay is calculated as 20
frames (i.e., 20 × 1/240 seconds). This automated approach ensured robust and repeatable delay measurements, as
a result enhanced the reliability of our system performance evaluation.

4.2 Performance Metrics

In line with previous indings [22], system delay has a signiicant impact on overall performance. Delays of up
to 100ms are generally deemed acceptable; however, minimizing latency remains a priority. In [38], dV-Trainer,
an immersive surgical simulator that provides realistic haptic feedback, was used to evaluate the impact of
latency, with results indicating that latencies below 200ms were ideal. For instance, a delay of 300ms results in a
perceptible lag between the actuation of a surgical instrument and its visual representation on the simulator’s
HMD. This lag can disrupt the operator’s hand-eye coordination, compelling them to slow their movements and
thereby reducing the simulator’s overall eicacy. Consequently, precise delay measurement and maintaining
latencies below 100ms are critical.

Additionally, frame rate is a key performance metric of immersive systems. Frame rates falling below 24 FPS
can impair hand-eye coordination, leading to a slowdown in task execution and a consequent decline in simulator
efectiveness [8, 17]. Based on these considerations, our criteria for successful system performance are deined as
a system delay below 100ms, and a frame rate signiicantly exceeding 24 FPS during the simulation. By these
metrics, the developed system meets the deined standards for success.

4.3 Computational Performance

The results show that increasing the number of suture sets has a minor efect on the frame rate performance of
the simulator. Speciically, the simulator with 14 suture sets achieves an average FPS of 54.9, while the simulator
with eight suture sets maintains a relatively stable average FPS of 55.8. Changes do not inluence the performance
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of the pulling procedure in suture sets or suture counts. The solver time appears consistent across diferent
suture sets in both simulators, showing that the computational complexity for solving remains relatively constant.
The simulator with eight suture sets exhibits a computational time of 17.7ms, while the 14 suture sets show
18ms, suggesting that the computational complexity may rise with the number of sutures per set. In general,
render times remain consistently low across all tests, indicating that variations do not signiicantly inluence
the simulator’s performance in suture sets or counts. We have observed end-to-end delay below 75ms and
achieved a 1000 Hz haptic feedback loop. In our current setup, the spring and damper parameters of the haptic
feedback are ixed. However, we plan to develop a more advanced setup where the game engine can control these
spring-damper parameters and, hence, control the level and type of haptic feedback.

5 Conclusion

In this work, we presented the design and development of the ViBE simulator, which replicates the steps of the ESG
within a virtual environment. The objective of this work is to enhance the learning curve for endoscopic suturing
and ESG techniques, ultimately extending these skills safely to a broader patient base. The simulator demonstrates
robust performance, maintaining an average frame rate of 55 FPS, low render times, and consistent solver times.
The end-to-end delay of the hardware is below 75ms, ensuring responsiveness. Furthermore, the haptic feedback
system provides precise tactile feedback with a 1000 Hz update frequency. These features underscore the ViBE
simulator’s potential as an efective training tool for ESG. Planned enhancements, such as dynamic control of
haptic feedback, will further improve its idelity. Overall, the ViBE simulator ofers a cost-efective and realistic
platform for ESG training, enhancing surgeon proiciency and ultimately beneiting patients through improved
surgical outcomes.
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